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Port-controlled Hamiltonian systems... are a class of system description based on the network modelling of physical systems.

Attractive aspects...

- Linear or non-linear systems.
- Multidomain description (electrical, mechanical, thermodynamics,...).
- This formalism underscores the physics of the system: it contains the energy storage, dissipation, and interconnection structure of the system.
- The interconnection between Hamiltonian systems results in a Hamiltonian system.
- Hamiltonian systems are close to the classical Lagrangian methods, both techniques use the state dependent energy or co-energy functions to characterize the dynamics of the different elements.
Why an PCH model?

- Allows to model complex systems,
- with clear interconnection rules, and
- preserving the physical structure of the system.
- Energy-based description is an appropriate modeling framework to design passivity-based controllers.
An explicit PCHS have the form\(^1\)

\[
\begin{align*}
\dot{x} &= (J(x) - R(x))\partial_x H(x) + g(x)u \\
y &= g^T(x)\partial_x H(x)
\end{align*}
\]

where

- \(x \in \mathbb{R}^n\) is the vector state, or Hamiltonian variables.
- \(u, y \in \mathbb{R}^m\) are the port variables.
- \(H(x) : \mathbb{R}^n \rightarrow \mathbb{R}\) is the Hamiltonian function (or energy function).
- \(J(x) \in \mathbb{R}^{n \times n}\) is the interconnection matrix \((J(x) = -J(x)^T)\).
- \(R(x) \in \mathbb{R}^{n \times n}\) is the dissipation matrix \((R(x) = R^T \geq 0)\).
- \(g(x) \in \mathbb{R}^{n \times m}\) is the external port connection matrix.

\(^1\)The \(\partial_x\) operator defines the gradient of a function of \(x\), and in what follows we will take it as a column vector.
Example: DC-motor

Hamiltonian variables:
\[ x^T = [\lambda_f, \lambda_a, p], \text{ where } p = J_m \omega \]

Hamiltonian function:
\[ H = \frac{1}{2L_f} \lambda_f^2 + \frac{1}{2L_a} \lambda_a^2 + \frac{1}{2J_m} p^2 \]

Interconnection matrix:
\[ J(x) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -L_{af} i_f \\ 0 & L_{af} i_f & 0 \end{bmatrix} \]

PCHS form
\[ \dot{x} = (J(x) - R(x)) \partial_x H(x) + g(x)u \]

Dissipation matrix:
\[ R = \begin{bmatrix} r_f & 0 & 0 \\ 0 & r_a & 0 \\ 0 & 0 & B_r \end{bmatrix} \]

Port connection matrix:
\[ g = I_3 \]

Port input:
\[ u^T = [v_f, v_a, \tau_L] \]

Passive outputs:
\[ y^T = [i_f, i_a, \omega] \]
Example: levitation ball

Hamiltonian variables:
\( x^T = [\lambda, p, y] \), where \( p = m\dot{y} \)

Hamiltonian function:
\[
H = \frac{1}{2k} (a + y)\lambda^2 + \frac{1}{2m} p^2 - mgy
\]

PCHS form
\[
\dot{x} = (J(x) - R(x))\partial_x H(x) + g(x)u
\]

Interconnection and dissipation matrices:
\[
J - R = \begin{bmatrix}
-r & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{bmatrix}
\]

Port connection matrix:
\[
g^T = \begin{bmatrix}
1 & 0 & 0
\end{bmatrix}
\]

Port input:
\( u = v \)

Passive output:
\( y = i \)
Example: DC-DC boost converter

Hamiltionian variables:
\[ x^T = [\lambda, q] \]

Hamiltonian function:
\[ H = \frac{1}{2L} \lambda^2 + \frac{1}{2C} q^2 \]

Interconnection matrix:
\[ J = \begin{bmatrix} 0 & -s \\ s & 0 \end{bmatrix} \]

\[ s \in \{0, 1\} \]

Power converters are variable structure systems

Dissipation matrix:
\[ R = \begin{bmatrix} r & 0 \\ 0 & \frac{1}{R_l} \end{bmatrix} \]

Port connection matrix:
\[ g^T = \begin{bmatrix} 1 & 0 \end{bmatrix} \]

Port input:
\[ u = v \]

Passive output:
\[ y = i \]
Stability properties of the PCHS

Consider a PCHS

\[ \dot{x} = (J(x) - R(x)) \partial_x H(x) + g(x)u \]

with the energy function bounded from below \((H(x) > c)\), then its derivative

\[ \dot{H}(x) = (\partial H)^T \dot{x} = (\partial H)^T (J(x) - R(x)) \partial H + (\partial H)^T g(x)u \]

with \(J(x) = -J(x)^T\) and \(y = g^T(x) \partial H\) the power-balance equation is recovered

\[ \dot{H}(x) = - (\partial H)^T R(x) \partial H + y^T u \]

\[ \text{Stored power} \quad \text{Dissipated power} \quad \text{Supplied power} \]

with \(R(x) = R^T(x) \geq 0\) and considering \(u = 0\), the system is asymptotically stable

\[ \dot{H}(x) \leq 0. \]

The Hamiltonian function \(H(x)\) is a Lyapunov function.
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Consider an affine dynamical system: \( \dot{x} = f(x) + g(x)u. \)

\[
\begin{align*}
\sum_c &\quad y_c \\
+ &\quad u_c \\
\sum_I &\quad y \\
+ &\quad u \\
\sum &
\end{align*}
\]

Control by interconnection: \( \Sigma_c + \Sigma_I + \Sigma = \text{PCHS} \)

The whole system behaves as \( \dot{x} = (J_d(x) - R_d(x))\partial H_d \) where

- \( H_d(x) > c \) has a local minimum at \( x^* \),
- \( J_d = -J_d^T \) and \( R_d = R_d^T \geq 0 \).

**Matching equation**

\[
f(x) + g(x)u = (J_d(x) - R_d(x))\partial H_d
\]

**The control law**, \( u = \beta(x) \)

\[
\beta(x) = (g^T(x)g(x))^{-1}g^T(x)((J_d(x) - R_d(x))\partial H_d - f(x)
\]
Consider an affine dynamical system: \( \dot{x} = f(x) + g(x)u. \)
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Solving the matching equation...

\[ f(x) + g(x)u = (J_d(x) - R_d(x)) \partial H_d \]

Three degrees of freedom:
- \( J_d(x) \): Interconnection assignment
- \( R_d(x) \): Damping assignment
- \( H_d(x) \): Energy shaping

Proposed methods to solve the ME
- Non-Parameterized IDA
- Algebraic IDA
- Interlaced Algebraic-Parameterized IDA

There is not a best method to solve the matching equation. Each control problem requires an individual study to find out which of the above strategies provides an acceptable solution of the matching equation.
Solving the matching equation...

\[ f(x) + g(x)u = (J_d(x) - R_d(x))\partial H_d \]

Non-Parameterized IDA

- the \( J_d(x) \) and \( R_d(x) \) are fixed,
- the matching equation is pre-multiplied by a left annihilator of \( g(x) \)
  \( (g(x)^\perp g(x) = 0) \)
- and the resulting PDE in \( H_d \) is then solved.

\[ g(x)^\perp f(x) = g(x)^\perp (J_d(x) - R_d(x))\partial H_d \]

- First proposed method
- Nice and original controllers
- Difficulty on to solve some PDE
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Interconnection and Damping Assignment-PBC

Solving the matching equation...

\[ f(x) + g(x)u = (J_d(x) - R_d(x))\partial H_d \]

Algebraic IDA

1. the \( H_d \) function is first selected (for example a quadratic function in the error terms)
2. and then the resulting algebraic equations are solved for \( J_d \) and \( R_d \).

+ Easy solutions
+ Control law visible along the designing process
  - Feedback linearization term (Robustness)
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**Algebraic IDA**

1. the \( H_d \) function is first selected (for example a quadratic function in the error terms)
2. and then the resulting algebraic equations are solved for \( J_d \) and \( R_d \).

- Easy solutions
- Control law *visible* along the design process
  - *Feedback linearization* term (Robustness)
Solving the matching equation...

\[ f(x) + g(x)u = (J_d(x) - R_d(x))\partial H_d \]

**Interlaced Algebraic-Parameterized IDA**

1. the PDE is evaluated in some subspace (where the solution can be easily computed)
2. and then matrices \( J_d \), \( R_d \) are found which ensure a valid solution of the matching equation.

- Tailored solutions
- Extra degree of freedom
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---
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Example: The model

Consider the following 2-dimensional nonlinear system

\[
\begin{align*}
\dot{x}_1 &= -x_1 + \xi x_2^2 \\
\dot{x}_2 &= -x_1 x_2 + u,
\end{align*}
\]  

(1)

where \( \xi > 0 \). The control objective is to regulate \( x_2 \) to a desired value \( x_2^d \). The equilibrium of (1) corresponding to this is given by

\[
x_1^* = \xi (x_2^d)^2, \quad u^* = \xi (x_2^d)^3.
\]

This system can be cast into PCHS form

\[
\dot{x} = (J - R) \partial H + gu
\]

(2)

with

\[
J = \begin{bmatrix} 0 & x_2 \\ -x_2 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad g = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

\[
H(x) = \frac{1}{2} x_1^2 + \frac{1}{2} \xi x_2^2.
\]
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Example: The control design

Using the IDA-PBC technique, within the algebraic approach, we match (2) to

$$\dot{x} = (J_d - R_d) \partial H_d$$

and the Hamiltonian function is selected as

$$H_d(x) = \frac{1}{2} (x_1 - x_1^*)^2 + \frac{1}{2\gamma} (x_2 - x_2^d)^2,$$

where $\gamma > 0$ is an adjustable parameter. Interconnection and damping matrices have the form

$$J_d = \begin{bmatrix} 0 & \alpha(x) \\ -\alpha(x) & 0 \end{bmatrix}, \quad R_d = \begin{bmatrix} 1 & 0 \\ 0 & r \end{bmatrix},$$

where $\alpha(x)$ is a function to be determined by the matching procedure and $r > 0$. From the first row of the matching equation $(J - R) \partial H + gu = (J_d - R_d) \partial H_d$ one gets

$$-x_1 + \xi x_2^2 = -(x_1 - x_1^*) + \frac{\alpha}{\gamma} (x_2 - x_2^d),$$

from which

$$\alpha(x) = \frac{\gamma}{x_2 - x_2^d} (\xi x_2^2 - x_1^*) = \ldots = \gamma \xi (x_2 + x_2^d).$$
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where \( \alpha(x) \) is a function to be determined by the matching procedure and \( r > 0 \). From the first row of the matching equation \((J - R)\partial H + gu = (J_d - R_d)\partial H_d\) one gets

\[ -x_1 + \xi x_2^2 = -(x_1 - x_1^*) + \frac{\alpha}{\gamma}(x_2 - x_2^d), \]

from which

\[ \alpha(x) = \frac{\gamma}{x_2 - x_2^d}(\xi x_2^2 - x_1^*) = \ldots = \gamma \xi (x_2 + x_2^d). \]
Example: The control design

Substituting $\alpha(x)$ into the second row of the matching equation

$$-x_1x_2 + u = -\alpha(x_1 - x_1^*) - \frac{r}{\gamma}(x_2 - x_2^d),$$

yields the feedback control law

$$u = x_1x_2 - \gamma \xi (x_1 - x_1^*)(x_2 + x_2^d) - \frac{r}{\gamma}(x_2 - x_2^d). \quad (3)$$

This control law yields a closed-loop system which is Hamiltonian with $(J_d, R_d, H_d)$, and which has $(x_1^*, x_2^d)$ as a globally asymptotically stable equilibrium point.
Example: Simulations

$x_1$ and $x_2$ behaviour

\begin{figure}[h]
\centering
\begin{subfigure}{0.5\textwidth}
\centering
\includegraphics[width=\textwidth]{figure1}
\end{subfigure}\hfill
\begin{subfigure}{0.5\textwidth}
\centering
\includegraphics[width=\textwidth]{figure2}
\end{subfigure}
\end{figure}
Notice that the $\gamma$ parameter has more influence on the trajectories. This is due to the fact that $\gamma$ modifies the Hamiltonian in the $x_2$ direction and tuning this parameter makes trajectories of $x_2$ restricted (or semi-bounded).
Example: Simulations

The energy function $H_d = \frac{1}{2} (x_1 - x_1^*)^2 + \frac{1}{2\gamma} (x_2 - x_2^d)^2$
The SIDA-PBC approach suggests

\[ f(x) + g(x)u = F_d(x) \partial H_d(x) \]

where \( F_d(x) + F_d(x)^T \leq 0 \) instead of \( f(x) + g(x)u = (J_d(x) - R_d(x)) \partial H_d(x) \).

Application of SIDA-PBC also yields a closed-loop PCH system of the form

\[ \dot{x} = (J_d(x) - R_d(x)) \partial H_d(x) \]

with

\[ J_d(x) = \frac{1}{2}(F_d(x) - F_d^T(x)), \quad R_d(x) = \frac{1}{2}(F_d(x) + F_d^T(x)). \]

- The interconnection and damping matrices are fixed simultaneously.
- One restriction \( F_d(x) + F_d(x)^T \leq 0 \) instead of two \( J_d(x) = -J_d(x)^T, \quad R_d(x) + R_d(x)^T \geq 0. \)
- SIDA-PBC enlarge the set of systems that can be stabilized via IDA-PBC.
- SIDA-PBC allows to design output feedback, as opposed to state feedback, controllers.
SIDA-PBC: Example

Consider the previous dynamical system,

\[
\begin{align*}
\dot{x}_1 &= -x_1 + \xi x_2^2 \\
\dot{x}_2 &= -x_1 x_2 + u
\end{align*}
\]

where \(x_2\) is the desired output variable and \(x_1\) not-measurable.

The standard IDA-PBC the control law is...

\[
u = x_1 x_2 - \gamma \xi (x_1 - x_1^*)(x_2 + x_2^d) - \frac{x}{\gamma} (x_2 - x_2^d)
\]

which depends on \(x_1\).

Applying the SIDA-PBC approach

\[
u = x_1^* x_2 - k (x_2 - x_2^d) \quad \text{with } k \geq \frac{1}{4} \xi x_2^d
\]

we obtain a simpler and output feedback controller (only \(x_2\) measures are required).

Simulation parameters:

\(\xi = 2\), \(x_2^d = 1\) and \(k = 1\).
More advances on the IDA-PBC technique...

- **Robustness** is the main problem of the controllers obtained via IDA-PBC.
- Mainly static controllers are obtained. Some works deals on *dynamic extensions* to improve the performance and robustness.
- The basic IDA-PBC is restricted to regulation problems, *tracking* remains an open issue.
- To increase the range of applications where the IDA-PBC is used.
- ...

... are coming soon!!!
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